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ABSTRACT
Past research on the ways that students evaluate their courses
has focused largely on how those evaluations relate to the spe-
cific course instructor. This research examines a set of data from
a public site where students unofficially rate the courses in a very
large online graduate program operating at scale. We examine the
relationship between the unofficial scores students give to their
classes with data on enrollment trends over time and the assessment
strategies used within the courses themselves to examine additional
factors that shape the ratings students choose, as well as how they
use those ratings to choose what courses to take in the future. We
find several different notable relationships: reviews in this context
are largely impervious to the extreme response bias prevalent on
other review sites; review content does not appear to significantly
influence enrollment trends; more difficult classes tend to receive
more favorable ratings overall, although individual students do not
rate difficult classes more favorably; and project-based classes are
perceived by students to be less difficult.
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1 INTRODUCTION
Offering education at increasingly larger scales has made it far
easier to collect detailed information about how students interact
with their courses over time; examples of this include clickstream
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data mining [8, 13, 18], user modeling [7], and predictive model-
ing [5, 14, 22]. This new capability—though it does pose risks, as
misused and misgathered data can be toxic [19]—has provided a
great opportunity for improving our understanding of how learning
happens and what it takes to succeed.

An as-yet somewhat underappreciated element of this, however,
is that students can now also take advantage of scale to improve
their own information-gathering about their educational opportu-
nities. One prominent class of such initiatives is the emergence of
independent sites for students to review courses and instructors;
large, cross-institution sites have sprung up like RateMyProfes-
sor.com and ClassCentral.com, but there are also instances where
students create their own dedicated platforms solely for their uni-
versity or program. Such sites gather millions of reviews for courses
offered across hundreds of institutions, giving a valuable large-scale
resource for investigating elements that contribute to learner sat-
isfaction. Further research is needed to understand how students
work together to amass this useful information and how they re-
spond to that information once they have it. This is especially
important because there are schools actively discouraging the use
of these sites without a complete understanding of how students
are using them or what value they may offer [4], which may prove
harmful to some students if there is real utility to the reviews.

This research focuses on one course review site built and main-
tained by the students in a very large online graduate program
in computer science. This particular site is both non-commercial
and unofficial, run by neither a defined independent entity nor the
university itself, and as such the students have control over what
information they collect in each review and how it is then made
available. In this paper we examine the infrastructure that they have
put into place, the data they have collected, connections between
their data and other data sources about the program, and ways in
which access to this information may be shaping their behavior
and educational experience.

1.1 RQ1: Extreme Response Bias
A very common view among educators is that informal reviews
cannot be trusted because they will only be filled out by students
who go out of their way to do so, and these students are likely to
be those who feel unusually strongly rather than a representative
sample of the students who have studied with a particular instructor
[3, 17, 20, 21]. Is our pool of reviews dominated by expressions of
strong emotion?

1.2 RQ2: Course Registration Decisions
Is there any indication that students respond to the reviews by
being more or less likely to enroll in specific classes? For example,
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if the reviews report that a specific course is unusually difficult,
does that affect whether students take it in the future?

1.3 RQ3: Difficulty and Favorability
Numerous other studies have pursued the idea that students may
reward easy courses with more favorable reviews, with varying
conclusions about whether a correlation exists [2, 3, 6, 13, 15–17].
Does the students in this program reward easier classes in this way?

1.4 RQ4: Difficulty, Favorability, and
Assessment

Do the kind of assessments used in a class (e.g., project-focused
courses compared to those that emphasize exams) have a significant
impact on how students review the courses?

2 RESEARCH CONTEXT
This research focuses on an asynchronous online Master of Science
in Computer Science degree at Georgia Tech, a major research insti-
tution within the United States. As of spring 2022, the program has
over 12,000 active students and it largely (though not exclusively)
targets and is populated by working professionals [9]. While all
program requirements are identical to the version of the program
offered on campus, students are restricted to part-time enrollment.
This means that no student may take more than 3 courses per se-
mester, and most students take only one course at a time in a given
semester.

The program-specific review data has been collected by the
students themselves through a website called OMSCentral [1, 12],
that remains entirely under student control and does not use an
institutional login. This means that students can create accounts
and write reviews anonymously, but also means that there is no
verification that someone writing a review has actually taken a
course, or that a reviewer has not submitted multiple reviews under
different names for the same class. The information collected has
expanded slightly over time, but as of spring 2022 the site collects
6 pieces of information with each review:

• Course: The course the review is evaluating.
• Term: The semester in which the student took the course.
• Difficulty: The reviewer’s assessment of the course’s diffi-
culty on a scale of 1 (Very Easy) to 5 (Very Hard)

• Rating: The student’s overall perception of the course on
a scale of 1 (Strongly Disliked) to 5 (Strongly Liked), also
referred to as Favorability in this paper to distinguish it more
clearly from the difficulty rating

• Workload: The student’s estimate of their average amount
of time spent per week

• Comments: Free text commentary and review of the course
where students can provide more detail or share whatever
additional information they like (though the maintainers of
the site do delete any content they deem to be inappropriate)

3 DATA COLLECTION
3.1 OMSCentral
The student maintainers of the site agreed to provide a spreadsheet
covering all reviews, but including only the course, term, difficulty

Table 1: Assessment categories and descriptions as provided
to instructors in the survey. The terms in quotation marks
refer to how assessments were described in the syllabus.

Category Description
Exam anything referred to as "exam" or "test"
Homework anything referred to as "homeworks",

"written critiques", "programming as-
signments", or "problem sets"

Lab anything referred to as "lab"
Participation anything referred to as "class discus-

sion", "forum posts", or "peer review"
Project anything referred to as "projects", "mini-

projects", "project proposals", or "project
presentations"

Quiz anything referred to as "quiz"
Other anything that did not fall into one of the

categories above

rating, favorability rating, and workload. This eliminated any data
about the specific accounts posting or the written comments, en-
suring that there would be no possibility of data being included
that could link specific students to the reviews they had written.

3.2 Course Assessment Data
For comparison with the course reviews, we also used data on the
assessments used in each course and how they are weighted from
previous work examining the syllabi and assessment practices in
the program [10, 11]. The relevant portion of that research involved
extracting information about assessments used and how they are
weighted from the syllabus of most courses in the program (for the
spring 2021 offerings). These were then clustered into categories,
with a focus on categorizing the assessments according to the lan-
guage the professors used to describe them. A brief summary of
the categories is shown in Table 1.

3.3 Enrollment Data
For course-by-course enrollment history, total enrollment numbers
for each course offered in the program and for each semester of
the program’s existence were pulled from the official university
registration system. This includes only the total enrollments taken
for each class since the program’s inception. It also includes all
students whowere enrolled at the end of the registration period, and
therefore does not exclude those students who eventually withdraw
rather than finish a course.

To compensate for the fact that the programwas rapidly growing
over time and some classes were offered more irregularly than
others, our calculations involving enrollment include only those
courses that have been offered every semester since spring of 2017,
and normalize the values by looking at the share of enrollment each
course had rather than the absolute numbers. Therefore, change
from one semester to another would be how the enrollment within
that pool of courses changes relative to each other. This calculation
would treat a course as having become smaller if it grew more
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slowly than other courses in the pool, even if the actual number of
students in the class increased.

4 RESULTS AND DISCUSSION
4.1 RQ1: Extreme Response Bias
For this question, we focus on the favorability rating the students
assigned to their review to look for indications that they are domi-
nated by people with especially strong opinions, whether positive
or negative. The breakdown of how many times each possible score
was seen is shown in Figure 1. If extreme responses were driving
the reviews, we would expect to see a lot of the responsees falling
under either "Strongly Liked" or "Strongly Disliked". We do see
a tendency for the sentiment to be positive, but there are fewer
people selecting "Strongly Liked" than "Liked" and the difference
between "Neutral" and "Strongly Disliked" is less than 1%. Based
on this, we conclude that extreme response bias does not appear to
be an issue in this dataset.

Figure 1: Number of times each favorability rating score was
selected for a review.

Some simple statistical information on difficulty, rating, and
workload is available in Table 2. The mean and skew are shown
for both the reviews taken individually, and aggregated by course
(limited to courses with at least 50 reviews tominimize the impact of
courses with very few reviews). These likewise show no indication
of reviews being dominated by the most extreme scores.

Table 2: Summary statistics for all reviews individually,
and also aggregated by course (including only courses with
greater than 50 reviews).

Individual Aggregated
Mean Skew Mean Skew

Difficulty 3.12 -0.06 3.27 0.19
Rating 3.56 -0.70 3.63 -0.61
Workload 14.30 2.89 15.05 0.88

Table 3: Correlations between the average student review val-
ues across all semesters for each category among themselves
and also with the weightings of different assessment types
in the same courses.

Difficulty Rating Workload
Difficulty 1.00
Rating 0.39* 1.00
Workload 0.90*** 0.35 1.00
Quizzes 0.02 0.00 -0.01
Projects -0.48** -0.12 -0.42*
Homeworks 0.23 0.01 0.41*
Exams 0.30 0.15 0.08
Participation -0.15 -0.02 -0.11

Note: * p < 0.05 ** p < 0.01 *** p < 0.001

4.2 RQ2: Course Registration Decisions
For the sake of comparability, our look at course registration fo-
cuses only on those courses that were offered every semester after
Spring 2017. Based on these calculations, the correlation between
enrollment change each semester and difficulty scores had a mean
of 0.03, for rating the correlation was -0.01, and for workload it
was 0.02. None of these values were statistically significant. There
is no indication then, based on these calculations, of a correlation
between the ratings or workload and changes in enrollment in the
semester immediately following.

We have other data that tells us a large proportion of the students
do look at reviews and report finding them valuable [12], so this is
not explained by a lack of awareness. It may be the case that ag-
gregate registration changes very little because students are driven
mainly by specific program requirements and do not have enough
options available to meet requirements to change their choices. It is
also possible that there is an effect that are calculations do not show
(for example, because registration for one semester happens before
the previous semester ends, student’s may not be seeing the reviews
from the most recent semester early enough for that to be the set
influencing their decisions). We intend to do future work exploring
the topic of how students use reviews, such as whether students
may change their registration decisions in response to reviews, but
in ways that either are not visible when the student body’s behavior
is viewed in aggregate or which could not be captured with the
specific comparisons we attempted.

4.3 Difficulty and Favorability
In an effort to minimize the effect of courses with very few reviews
that may be heavily influenced by one or two students with strong
opinions, we restricted this calculation to courses with at least 50
reviews available. The correlations between the different ratings
when all the reviews for each course are aggregated together are
shown in Table 3. In the aggregate for each course, there is a sta-
tistically significant correlation of 0.39 between how favorably a
student rates a course and how difficult the same student says it is.
When we did the same calculation for the individual reviews of the
same pool of courses without aggregating them by course, however,
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there was no statistically significant correlation. It appears that the
students as a group are somewhat more likely to give favorable
ratings to courses that are generally seen as more difficult, but that
this relationship only exists for the average view of each course
and not for the views students express individually.

What we can say with confidence is that there is no indication
of the specific relationship that has been widely hypothesized (that
easier courses would be reviewed more favorably). We have some
reason to believe there is a relationship that goes in the other
direction, but it is a possibility that will require further exploration,
first to confirm the result with additional data and then to seek
possible explanations.

4.4 RQ4: Difficulty, Favorability, and
Assessment

Finally, we examined whether the assessments used in a course
appear to affect student perceptions of the course. The results are
available in Table 3. Unsurprisingly, there is a very strong rela-
tionship between difficulty and overall workload reported. This
relationship is represented more visually in Figure 2.

Figure 2: Relationship between average difficulty rating and
average workload reported on reviews for classes with at
least 50 reviews, aggregated by course.

More interestingly, courses that use projects appear to be re-
garded as both easier and less time-consuming to a statistically
significant degree. This may be due to the specific population par-
ticipating in the program. Course projects are often identical to
those used in courses on campus, which are intended to be used by a
population of graduate students who have mainly come to graduate
school directly out of their undergraduate degree. However, this
particular program is mainly working adults who often have years
of experience as professional programmers [9], and so this could
explain why the complexity of the programming assignments may
not be very challenging to them as a group. It is also possible that
the amount of time many students have been away from school has
left them feeling out of practice at skills like preparing for exams
and writing papers, so these things feel much more difficult to them
relative to programming assignments.

Homework assignments appear to have a statistically significant
impact on increasing the amount of time spent on classes without

a similar effect on the difficult, so it may be that these are typically
regarded as more time-consuming than challenging. None of the
other assessments appear to have any effects, though it is worth
noting that Exams fell only slightly short of the p < 0.05 standard
to be considered statistically significant. Since the standard in this
work for an "exam" was only that it was referred to as an exam in
the syllabus of the course, it may be worthwhile in future work to
look at the types of exams used in the program more closely, and
examine whether there may be some sub-types that do have an
effect.

5 FUTUREWORK
There are two major directions we hope to explore in future work:
examining how the students use reviews in making decisions about
their academic careers, and analyzing the text students submit along
with their review scores which we omitted from this initial study.

5.1 Student Interaction With Reviews
We have found some indication in this preliminary work that there
are genuinely interesting trends and correlations within the review
data, but we do not yet have a detailed sense of how students
are using the data and whether its use improves or harms their
academic experience overall. Some early data about this is available
[12], but we particularly need to do a deeper exploration in light of
the lack of any obvious effect of reviews on registration patterns.

For example, while students widely use the site and report valu-
ing the information, there is no data on whether there is an ac-
tual benefit to its use. We are particularly interested in exploring
whether students make any clear changes to their behavior in re-
sponse to reading reviews. We have seen no indication of an effect
on registration at the level of the courses as a whole, but it may still
be that individual students are altering their behavior in interesting
ways (such as using workload information to choose classes based
on how demanding they expect the other aspects of their life to be
that term). Such information could help future students to make
more informed decisions in their use of this kind of tool. It could
also lead to a better understanding of what kind of additional infor-
mation about each course it would be valuable to make available
officially.

5.2 Text Analysis
A quick look through the length of the most recent 150 reviews,
checking only their length, showed that they averaged 330 words.
Given that there are 6,894 reviews total at this time, a significant
amount of student time has gone into this content. This volume of
text offers a tremendous opportunity to gain more insight into the
kinds of information students feel they should offer, and how this
differs among subject areas and individual classes.
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